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Abstract
Artificial intelligence, especially deep learning technology, is penetrating the majority of research areas, including the field of bioinformatics. However, deep learning has some limitations, such as the complexity of parameter tuning, architecture design, and so forth. In this study, we analyze these issues and challenges in regards to its applications in bioinformatics, particularly genomic analysis and medical image analytics, and give the corresponding approaches and solutions. Although these solutions are mostly rule of thumb, they can effectively handle the issues connected to training learning machines. As such, we explore the tendency of deep learning technology by examining several directions, such as automation, scalability, individuality, mobility, integration, and intelligence warehousing.
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1. Introduction

Over the past years, quantum leaps in the quality of a wide range of daily technologies have been doubtlessly noticed. Deep neural networks (DNNs) have been applied to various fields, such as computer vision [1], speech recognition [2], and natural language processing [3]. Studies on the recent advancements in regards to the applications of DNNs have been conducted by Bengio and his colleagues [4-6] and LeCun et al. [7]. Furthermore, the deep learning method has emerged as a state-of-the-art technique for bioinformatics applications [8], such as genomic sequence analysis and medical image analysis. Compared with shallow neural networks, DNNs use enhanced multilayer perceptron (MLP) architecture and complicated layer-wise algorithms to cope with uncertain, imprecise, and approximate problems to achieve robust and tractable outcomes. This represents the learning process of the human brain, and it requires a complex training procedure to learn how to deal with the unknowns of input features.
Preliminary ideas about the DNN have been discussed since the 1990s. However, mature concepts about deep learning, including DNNs, were not proposed until the mid-2000s [9-11]. Since then, several works [6,12,13] have applied deep learning in the life sciences and it has showed tremendous promise [14]. Illustrated as examples of DNN applications, the detection of splicing sites of exon/intron and DNA annotation, pattern/motif prediction, and medical image recognition are three of common applications in bioinformatics.

In DNA/gene annotation, splicing sites detection is one example of how DNN methods can be relatively easy to deploy. The splice sites are punctured along DNA sequences where transcription processes rely on these biological marks, and only 1% of dimer AG/GTs are identified as the real splice sites in a DNA sequence [15]. DNNs are superior to the traditional neural network in regards to datasets with a larger number of features through the experiments. However, due to the uncertainty of DNA sequence data, it performs differently in various encoding schemes. Moreover, its tuning process is relatively more difficult than other techniques.

Many tasks in genomic motif/pattern recognition can be performed via deep learning methods [16,17]. For example, in lincRNAs where the complicated bio-chemical mechanisms remain undiscovered can be predicted by DNNs. By scanning the newly found dataset in the RNA-seq, scientists have discovered that: (1) the expression of lincRNAs appears to be regulated, that is, the relevance exists along the DNA sequences; and (2) lincRNAs contain some conversed patterns/motifs that are tethered together by non-conserved regions. These two pieces of evidence provide the reasoning for adopting knowledge-based deep learning methods in lincRNA detection. Driven by those newly annotated lincRNA data, deep learning methods based on auto-encoder algorithm can capture the correlated information along DNA genome sequences by feeding the lincRNA data to the learning machine. DNNs perform better than other techniques, such as the support vector machine (SVM) and traditional neural network. However, it also shows that DNNs have their own issues, such as having more parameters to tune and more complicated architecture-related issues compared with others.

Deep convolution neural networks (DCNNs) perform excellently in image classification. In the framework of image recognition, DCNNs make use of not only image pixels but of the spatial correlation presented in natural images. It has shown that when trained with appropriate regularization [18,19], DCNNs can achieve remarkable performances in visual object recognition tasks. However, through various experiments, it has been shown that architecture is one of the most important factors that can determine the performance in image classification. Better performance may be achieved by some novel neural network structures. It gives scientists lots of spaces to consider what types of structures can have the optimal performance after all. It has shown that constructing and tuning a DNN is not an easy and straightforward task.

Therefore, in this study we summarize the issues in these applications and provide some corresponding solutions. Even though most of them are experience-based approaches, it can effectively handle these issues and make the training of DNNs easier. Based on all of this, we also explore the directions that are developing in the applications of bioinformatics, which are expected to occur in the coming years.

2. Issues and Practical Approaches

Training DNNs is a tougher task to execute than shallow neural networks [20]. When studying these applications, we discovered that the difficulties are caused by the intrinsic characteristics of deep
learning and neural networks. For example, its complicated architecture makes the tuning problem more complex due to more parameters being involved. However, for bioinformatics applications, in addition to the common problems that occur in DNNs, some very specific difficulties come up. For example, data representation in genome analysis becomes prominent over other issues due to the uncertainty of biochemical properties along DNA sequences; data imbalance occurring in medical data leads to the frequent overfitting on training DNNs.

2.1 Data Representation

Data representation is an important part of training mechanism and algorithm design in current deep learning research, such as natural language processing and language translation [21,22]. Similarly, in genome analysis, the letter/character-based representation of a genome sequence is readable and understandable to humans [23] but is a problem for machines, especially for numeric machine learning. We can easily quantify other scientific factors like temperature and humidity and have no problems with man-made quantitative factors like voltage, current, pixels, and coordinates, but there are some problems in quantifying aspects of human biology, such as DNA sequences. No one knows which representation is the best for encoding numeric values in these nucleotides or proteins. However, we cannot avoid using the numeric representations of these biological units when applying learning machine to biological studies. The data representation problems of DNA/protein sequences emerge when the number-based deep learning technology is highlighted.

Inappropriate encoding schemes can directly lead to numeric bias and signal loss. Conventionally, the numeric representations can be summarized into the following three categories: (1) Cartesian coordinate coding, (2) binary linear code, and (3) biochemical mapping. In our previous research, we studied nine encoding schemes, and they typically represent the three categories mentioned above. The nine encoding schemes are DAX [24], arbitrary, EIIP [25], neural [26], complementary [26], enthalpy [27], entropy [28], statistic [28], and Galois [29]. DAX, arbitrary, neural, and Galois are binary linear codes; EIIP, enthalpy, entropy, and statistic are biochemical mapping; and complementary is Cartesian coordinate coding. For DNA genome analysis in DNNs, direct mapping schemes, such as DAX, EIIP, and complementary, are better than pre-processed schemes, such as enthalpy, entropy, and Galois. This might be because direct mapping does not wrap any information from DNA sequences while pre-processed schemes hide some information by encoding it together. Experiments have shown that ‘complementary’ can beat other schemes in more than half of cases and it is regarded as one of the best encoding schemes in genomic data encoding. Certainly, data encoding is only an aspect of data representation. Other aspects such as data normalization, noisy data processing, and so forth are also important to deep learning in genomic applications.

2.2 Architecture

The architecture of DNNs is one of the fundamental factors in determining the success of training results. It is not only about the number of layers in DNNs but also about the definition and the organization of the layer-layer structure. For example, our previous work on cross-layer neurons demonstrated the critical influence of DNN structures on their performance. Different from the traditional layer-by-layer architecture, they are cross-layer structures where the top layer connects with (controls) all of the lower-level layers, the bottom layer links with (obeys) all of the higher-level layers,
and all the middle layers not only control all of the lower-level layers, but also obey all of the higher-level layers. By using cross-layer architecture, the training results can be improved by around 10%-30% compared to the results from recent layer-by-layer structures [30].

It is more obvious in traditional convolutional neural networks where network structures are constructed layer-by-layer. They have achieved a series of breakthroughs on visual object recognition tasks. However, when these networks become very deep, the information (features) learned by the lower-level layers are dissipated and cannot be sent to the topmost-level layer. In fact, features come from the lower-level layers, such as pixels, edges, texton, and motif, and part of the image can help classify the images into the correct classes.

However, such deep architectures are more difficult to train. Training a deep convolution neural network does not mean simply adding layers. Somehow the whole traditional architectures are overwhelmed. It illustrates that architecture is one of the biggest instability issues that will either boost performance or worsen the case. Based on the architectures, other factors are enabled to consider, such as initialization schemes [31,32], strategies of training [33-35], architectures of networks [36], and so on.

In addition to layer structures, other architecture-related issues include how to find the optimal number of hidden nodes, how to determine the number of layers, how to choose corresponding update functions, etc. Constructing these structure-related factors directly affects the final results. For example, too many hidden-layer nodes and hidden layers can increase the probability of more noise occurring, which can cause the frequent overfitting.

2.3 Hyper-parameters

Once a deep learning architecture is selected, many parameters are subsequently represented to set, including the number of epochs, the number of iterations, the number of mini-batch, and the learning rate, all of which remarkably influence the results [37]. In this era of big data, automation in machine learning research, specially automatically optimizing parameters, has an increasing demand [38]. However, in the past decades, the tuning parameter is not a systematic issue due to the less amount of data and it was left up to those experts on machine learning.

Multiple epochs and iterations are needed for training DNNs. However, multiple iterations are generally used when training small data sets. If one sets too few epochs, not enough time is given to train DNNs and the training results may not be reliable. If too many epochs are set, an overfitting problem might occur during the training process. So far, there is no automatic means to configure the number of epochs. The rule-of-thumb is to monitor the progress and use early stopping, which can stop the training at the early stage and prevent the neural network from overfitting.

A mini-batch represents the pace of computing gradients and parameter updates, namely, the number of samples used at a time. In short, it breaks up data into several mini-batches for gradient calculations and parameter updates. The size of each mini-batch varies. However, we mainly used the range of 16 to 128 for our genomic analysis and bioinformatics applications, which depends on the architecture and other specifications of neural networks. A larger number of mini-batches bigger than 128 in size is proper in some large data sets, and a small number of mini-batches that are below 10 in size are usually too small for parallel acceleration, such as GPUs. Like other parameters, the general rule-of-thumb is still practical for finding the proper number of mini-batches for a particular application.
Learning rate is of less importance among parameters. However, if it is set inappropriately, the learning process may turn very slowly or poorly. Its magnitude is affected by data sets and DNN architectures. The typical values are in the range of 0.1 to 0.000001. In the same vein, tuning the learning rate can be started by trying a few different values (e.g., 0.1, 0.001, and 0.000001). After having a few ideas of what it should be, it can be further tuned. In a distributed environment, different learning rates may be applied as opposed to training on a single machine. The start ratio of updating a parameter for the learning rate can be 0.001.

2.4 Optimization Algorithms and Activation Functions

The most commonly used method for update optimization is stochastic gradient descent (SGD). Although SGD can create instability problems for DNNs, it is widely used because of its simplicity. Layer-wise training for DNNs was created in order to solve the vanishing gradient problem caused by SGD. Alternatively, other optimization algorithms, such as the limited-memory BFGS algorithm, are more powerful than SGD. However, it is criticized for its costly parameter updates. A compromise and practical method in many cases is to combine the SGD with some optimizer algorithms, such as Momentum, AdaGrad, RMSProp, AdaDelta, and Adam [39,40], etc. Using these optimizer algorithms to train DNN results in faster training than when using a traditional SGD. However, it further increases the complexity of the training procedure.

Besides the momentum-based SGD, using the activation function also introduces difficulties to the training process. DNNs have two types of activation functions. One is the activation function for the output layer. The ‘softmax’ activation function is frequently used in bioinformatics applications. Another type of activation function is for hidden layers where the ‘relu’ activation function is frequently used. Typical activation functions, such as ‘sigmoid’ and ‘tanh’, can lead to vanishing gradient problems, not recommended for training DNNs [20].

2.5 Overfitting

Overfitting in DNNs refers to neural networks fitting the training data sets very well but having poor performance in predicting other new data. Many factors can cause this issue, including imbalanced training data, oversized layers and nodes, inappropriate data representation, the optimization of algorithms and functions, etc. For example, the imbalance of training data is commonly seen in bioinformatics. DNNs require labeled data, while high-throughput medical image data sets are difficult to obtain as many of them are unavailable due to issue of privacy. Moreover, these acquired data sets are not fully annotated because of there being a lack of expertise in the medical domain. On the other hand, rare diseases are not represented in the data sets. The number of samples in the normal class might be remarkably larger than that of samples in the disease class. In many cases, this type of data bias can inevitably result in the network overfitting and negatively affect the performance of DNNs.

Two effective methods to prevent DNNs from overfitting are early stopping and dropout [18], which can help reduce the network’s training complexity. This is not a substantial way to solve the problem of overfitting. The essential method is to first research the real reason that causes overfitting and take the appropriate corresponding actions. For example, if it is caused by data imbalance, a separate step may be used to interpret and make up the missing labels; if it is caused by the oversize of network layer, then adjust the number of layers, and so forth.
3. Future Directions

In deep learning research, many problems remain unsolved. Researchers have observed the promising performance of deep learning but cannot give a theoretical explanation as to why the neural network mimicking human brain can bring a better performance. Similarly, the deep learning applications in genomic data and medical image analysis are in the initial stage and have a lot of room to grow and develop. The future development of the technology in these applications probably needs to focus on several directions: automation, scalability, individuality & mobility, and integration & intelligence warehousing. Some terms may literally contradict each other; however, they evolve on the different directions.

3.1 Automation

Automation refers to automating the complicated tuning process, including some of the trends that are listed below.

(1) Adopting statistical methods to optimize the parameters. The automation of parameter settings is an emerging topic in machine learning area. A few algorithms borrowed from statistics have been proposed, including the Bayesian optimization with Gaussian process priors [41,42], sequential model-based global optimization [43], Monto Carlo Metropolis–Hastings algorithm [41], and random search approaches [44].

(2) Exploring the alternative optimization methods of DNNs. Since the main reason of long training time is that parameter optimization through SGD takes too long, several studies have focused on advanced optimization algorithms [45]. Some widely-employed algorithms include AdaGrad, RMSProp, Adam, AdaDelta, batch normalization [19] and Hessian-free optimization [46].

3.2 Scalability

In the context of parallel computing, scalability is the requirement of present development to alleviate the computation complexity and meet the needs of multiple aspects. Parallel and distributed computing can significantly reduce completion time and have enabled many deep learning studies [47-51]. These approaches exploit both scale-up methods, which use GPUs, and distributed methods, such as large-scale clusters, the cloud platform, and a highly-distributed environment. Many parallelization tools, such as CUDA for GPUs [52] and Intel compiler for Intel Xeon Phi coprocessors, can be applied. The recently constructed large-scale deep learning frameworks based on Apache Spark and TensorFlow [53,54] can provide scalable computing capabilities for deep learning applications.

3.3 Individuality and Mobility

Individuality and mobility represent another trend of deep learning technologies. Similarly, in the areas of genomic analysis and medical image analytics, mobility technology and technologies meeting individual needs are the new directions of future development. This means that more specialized and professional services can be provided for individuals. Current models for DNNs are mostly optimized for regular computers rather than for mobility and individuality. However, under the trend of personal genomics and precision medicine cares, mobility and individuality are also inevitable. Some smaller
networks that require less computation are able to run natively in the mobile environment, but it remains quite difficult to make computing programs smaller while retaining accuracy. Thus, it may combine the mobility requirements with common cloud platforms so that the necessary input even training can take place in the individual mobile device while other training can occur in the remote cloud. Current research in these fields is still in the initial stages.

3.4 Integration and Intelligence Warehousing

Integration can occur when different technologies and systems are emerging. In this incoming era of deep learning, technology integration is the indispensable step to integrate resources and bring all artificial intelligence together. A larger computational framework for meeting a variety of needs may emerge in the future development. This type of integration is expected to show in the form of intelligence warehouse, similar to the concept of a data warehouse. That is, intelligence warehousing can integrate a variety of technologies into applications and many intelligence methods can exist in the warehouse in the form of service modules. The key idea is integrating machine learning resources and offering intelligence as a service. From this perspective, the IBM Watson Machine Learning Service is an emerging representative on this direction.
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